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 Scenario

• LP monitors are assumed integrated in the DSP of each lightpath 
coherent receiver (e.g., pre-forward-error-correction bit error rate 
monitors)	



• Power monitors can be assumed for links and nodes
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• Agent disseminates monitoring 
information to the upper layer

• Although not shown, the 
Manager at level i is connected 
to several monitoring entities of 
the level i-1 

• Manager correlates and 
processes info coming from 
agents at the level i-1 
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• Level 2: responsible of all LPs 
• OAM Handler



 Hard failure



 Soft failure



 Conclusions

• This paper presented the hierarchical monitoring architecture proposed within the EU 
ORCHESTRA	



• ABNO OAM Handler functionalities are spread into several hierarchical layers, enabling to 
confine sets of monitored physical parameters within specific levels in the hierarchy. 	



• Scalable solutions. 	


• Measurements have been performed to identify the generated alarms in a commercial 

system. 	


• Simulations: the proposed hierarchical architecture guarantees high scalability

ACK: The work has been partially supported by the ORCHESTRA project.
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• Assuming an amplifier 
malfunction in link A-B —> 
alarms generated for the A-B LP 
and for A-C LP

• Alarms sent to level 1: by 
correlating this information, a 
problem can be identified in the 
segment A-B. 

• Then, LP level 2 can group all the 
lightpaths whose ingress node 
belongs to a specific region of 
the network and so on up to a 
generic level H.


